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  The  Quantum  Mechanical  Approach,  Inevitable?

KVK. Nehru

I

n recent times we have been able to show some of the unexplored potentialities of the Reciprocal System of theory in several ISUS communications.  The objective of this Paper is to present all these developments of thought in one place, to aid further research.  Motion in the Time Region holds more surprises than we realized so far (Appendix 1: ISUS-discuss Msg. #955).  We pointed out how there could be ‘electronic energy levels’, after all, in the atom (Appendix 2: ISUS-discuss Msg. #985).  Then in ISUS-discuss Msg. #981 (Appendix 3) we alluded to some observations concerning the so-called ‘nucleus’, which, sooner or later the Reciprocal System should account for.  We also discussed in some detail whether the concept of ‘speed displacement’ as defined by Larson is in need of rethinking (ISUS-discuss Msg. #1027).

The structure of the atom—and the so-called ‘nucleus’—does appear more complex than Larson imagined, and the Quantum Mechanical approach looks inevitable, even though the veterans amongst us might feel that the RS realities are (ought to be) simpler.  Any way, pending the discovery of those prognosticated simpler concepts, we need immediately to attend to the theoretical calculation of the energy levels by the QM approach.  We outlined this research program in ISUS-discuss Msg. #817, which we are restating below with some additional comments.  Calculating the ‘electronic’ energy levels should be our immediate priority.  With this glaring lacuna present, the Reciprocal System cannot gain acceptance.

At the outset it should be stated that the Reciprocal System does not postulate the existence of the atomic nucleus in the sense of the conventional physics.  But for the sake of convenience this term is used in the ensuing discussion.  To remind us of this fact, whenever such term is used it is included in single quotes, or the phrase ‘so-called’ is prefixed.

The Atomic and the Nuclear Zones
Recapitulating (all Equation Numbers referred below pertain to Ref. 1):


We have posited two different sub-regions of the Time Region and called them the ‘one-dimensional zone’ (or the zone of one-dimensional rotation) and the ‘three-dimensional zone’ (or the zone of two-dimensional rotation).  We identified the former as germane to the so-called ‘electronic energy levels’ and the latter to the so-called ‘nuclear energy levels.’  For the sake of greater convenience we will call these two sub-regions of the Time Region, the ‘Atomic Zone’ and the ‘Nuclear Zone’ respectively.  We have calculated earlier that while the size of the Atomic Zone is around 4.45 E-9 cm, that of the Nuclear Zone is in the femtometer range (Ref. 2).


In the outside (time-space) region, in the context of the three-dimensional spatial reference frame, speed (space/time) is vectorial, that is, can have direction in space and therefore could take on positive or negative values.  This is because in this case space is vectorial (three-dimensional) and time is scalar.  In this frame, energy, which is one-dimensional inverse speed (time/space), is scalar, and can take on zero or positive values only.  On the other hand, the Time Region is a domain of the three-dimensional temporal reference frame.  In this case time is three-dimensional and space is scalar.  Consequently the inverse speed (namely, energy) is the quantity that is ‘directional,’ that is, can take on a ‘temporal direction’ in the context of the three-dimensional temporal reference frame.  Therefore it is perfectly possible for it to take on negative values as well.  (It must be cautioned that ‘direction in time’ has nothing to do with direction in space; it is to be understood that we are only speaking metaphorically.)  Further, in the Time Region, speed is the quantity that is scalar, an example being the net total speed displacement of the atom, namely, the atomic number Z.  Moreover the possibility that even potential energy (being an inverse speed) could be ‘directional’ in the three-dimensional time, and hence be represented by complex numbers in the Time Region, cannot be overlooked.  Indeed the Quantum theorists find it necessary to adopt the complex potential V+iW in place of V in scattering theory.

Let the wave function ( of a particle in the Atomic Zone be
( = {(1  i(2},
where (1 and (2 are real waves and the symbol i represents the operation of orthogonal rotation, from the real to the imaginary axis, such that i2 = –1.  It must be noted that (, the complex wave, denotes a one-dimensional rotation in an orthogonal plane, that is, circular polarization.  This is what we have called the ‘one-dimensional spin’ (Ref. 3).  (Incidentally, the Quantum theorists find that the wave function has to obey the superposition principle, which requires that if (1 is a solution of the Quantum Mechanical equations and (2 is another solution, then (1+(2 is also a solution.  Only complex wave functions are found to satisfy this condition.)  Now the Nuclear Zone of the Time Region is the zone of two-dimensional rotation constituting the atom.  Since we have represented the one-dimensional rotation pertaining to the Time Region by a complex quantity {(1  i(2}, we recognize that to represent two-dimensional rotation we need to introduce an additional imaginary dimension j.  Thus, replacing (1 and (2 respectively by (1 (={(a  j(b}) and (2 (={(c  j(d}) which are complex, we have for the wave function of this zone

 ( = {(1   i(2} = {{(a  j(b}  i{(c  j(d}} = {(a  i(c  j(b   ij(d}

=  {(a  i(c  j(b   k(d},
where we define k ( ij, and (a , (b  , (c and (d are all scalar.  Consequently, the wave function germane to this zone needs to be represented by a four-component mathematical object—like the quaternion.


In the conventional theory the theorists find that the speeds of the nucleons approach the speed of light because of the large ‘nuclear’ interaction energies (on the order of tens of MeV) concerned.  In view of these large speeds they find it necessary to resort to the Relativistic Quantum Mechanics.  Some of the celebrated theoreticians who worked on the relativization of the wave equation, like Paul Dirac, were led by mathematical necessity to adopt wave functions with four components like we have been talking of.  The intrinsic angular momentum of the electron (spin–½) emerges in a natural way from his relativistic wave equation.  This is what we have identified as the ‘two-dimensional spin’ (Ref. 3).

Potentials in the Time Region
At this stage of our study we have only two scalar motions (forces) to consider: the space-time progression and gravitation.  In the outside region the forces due to the space-time progression and gravitation are respectively given by

FPO  =  KPO   and   FGO  =  –KGO/r2                                         (23)

where all the quantities concerned are in the natural units, the K’s are positive constants and r the distance factor.  Suffix G refers to gravitation, P to space-time progression and O to outside region.  From the definition of potential, Fr = –(V/(r, we obtain the expressions for the corresponding potentials due to the space-time progression and gravitation, in the outside region respectively as
VPO  =  –KPO.r   and   VGO  =  –KGO/r                                       (24)

The force due to the space-time progression is repulsive while that due to gravitation is attractive as can be seen.


Potential energy being inverse speed, the expressions for the potentials in the Atomic Zone would be the second-power expressions of the corresponding ones in the time-space region.  (See Section 5.1 Dimensional Relations across the Regions, Ref. 1)  Consequently the space-time progression and gravitational potentials in the Atomic Zone could be written as 

VPA  =  KPA.r2   and   VGA  =  KGA/r2                                          (25)

with suffix A referring to the Atomic Zone.  We can at once verify that gravitation is repulsive and the space-time progression attractive in this sub-region.  In addition there could be a constant term KIA, representing the initial level of the Time Region potential.  Thus the total Atomic Zone potential—the ‘electronic’ potential, so to say—turns out to be

VTA  =  KPA.r2  +  KGA/r2  (  KIA                                           (26)

The values of KGA and KIA, and possibly KPA, are functions of the displacements of the atom in the three scalar dimensions.

In passing we note that it is this quadratic relationship of this sub-region (the Atomic Zone) which renders the distance-dependence of these two forces stronger than what it appears in the outside region.  (Larson demonstrates that gravitation, which is relatively so weak in the outside region, becomes stronger because of the inverse fourth-power relation, by calculating the actual inter-atomic distances of the elements and compounds on this basis.)  The story repeats once again as we consider the case of the Nuclear Zone of the Time Region.  Because of the quartic relationship of this sub-region, these two forces appear even stronger in that sub-region—giving us the so-called ‘nuclear’ potentials of the atom, Eq. (31),

VTN  =  –KPN.(rAn – r)4   +  KGN/r4  (  KIN                                     (31)
with suffix N referring to the Nuclear Zone.

Our study indicates that Eq. (31) bears a remarkably close resemblance to the potentials arrived at through the scattering experiments.  See fig. 1 wherein we show comparison with the so-called S=0, L=0, state of the two ‘nucleon’ interaction (Ref. R.V. Reid, Ph.D. Thesis, Cornell University, 1968). An unexpected feature of the experimental data analysis was the occurrence of a repulsive core of small radius.  The Reciprocal System, on the other hand, actually predicts this repulsive core, namely, KGN/r4.

[image: image1.wmf]FIG. 1   'NUCLEAR'  POTENTIAL
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The Plan of Research
(Task 1)
Now the first task that needs to be attempted is the exploration of the ‘electronic’ energy levels.  To start with we have to study the simpler time-independent case.  The wave equation, Eq. (18),

–(ħ2/2m) ((2((x)/(x2)  +  V(x)((x)  =  E.((x)                                  (18)
(or its spherical coordinate equivalent), with the expression for the Time Region potential taken from Eq. (26), has to be solved assuming complex wave functions.  The values of the three constants in Eq. (26), KPA, KGA and KIA, need to be evaluated as functions of the displacements of the Element, such that the calculated energy values conform to the measured values.

(Task 2)
After gaining experience we can explore the time-dependent case, Eq. (16),

–(ħ2/2m) ((2(/(x2)  +  V(x)(  =  iħ (((/(t)                                   (16)

(Task 3)
Evaluation of the so-called ‘nuclear’ energy levels will follow, using Eq. (31), for the time-independent case.  This involves working with quaternion rather than complex wave functions.

(Task 4)
Evaluation of the so-called ‘nuclear’ energy levels for the time-dependent case.


Powerful iterative techniques ought to be available to solve these equations on computers.  Can someone having the required mathematical background assist us?  Can we explore collaboration of any educational institution?  Could we encourage some graduate students to take up an MS project or two on these specific Tasks!

The ‘Nuclear’ Decay Study

The two-dimensional nature of the Atomic Zone, involving the imaginary dimension i orthogonal to the real dimension, also explains the three states of matter.  Quoting from Larson, “In the Reciprocal System of theory…the liquid state is…when the thermal motion of a molecule reaches equality with the inward progression of the natural reference system in one dimension of the region inside unit distance, the cohesive force in that dimension being eliminated.  The molecule is then free to move in that dimension, while it is held in a fixed position, or a fixed average position, in the other dimension by the cohesive forces that are still operative.  The temperature at which the freedom in one dimension is reached is the melting point…” (Basic Properties of Matter, p. 89).  When the equilibrium goes outside in both the dimensions, the gaseous state results.  Let us tabulate these findings.

Dimensions of Motion in the Atomic Zone 

State of the Atom
2 Solid

1 Liquid

0 Gas


When we turn from the Atomic Zone of the Time Region to the Nuclear Zone, our study leads us to conclude that this state of affairs should repeat itself, at the ‘nuclear’ level.  This is because we encounter another imaginary dimension, j, which is orthogonal to the previous one, i.  There must be three different ‘nuclear’ states relative to the Atomic Zone.

Dimensions of Motion in the Nuclear Zone 

State of the ‘Nucleus’
2 State 1

1 State 2

0 State 3

The second and the third ‘nuclear’ states might be relevant to ‘nuclear’ decay processes.  They should, therefore, lead us to a later study of radioactivity in the context of the Reciprocal System.


We have probably broken enough new ground in the development of the Reciprocal System theory applied to the atomic energy-level situation.  We have now reached a stage that the theoretical groundwork laid needs to be validated by corroborating with the experimental values.  Since we are not omniscient, there might well be factors that we may have missed.  For example, we have not considered the possible roles of the electric and the magnetic motions (forces) inside the atoms.  (See Appendix 4: ‘The Phenomenon of Co-electricity’.)  The ‘spin’ of a particle in the Quantum Mechanics is actually angular momentum.  It has both magnitude and direction (which is the direction of its axis of rotation).  Now we find that, in the Time Region, not only its magnitude is quantized (occurs in units), but the direction is also quantized.  The latter, therefore, leads to specific ways of combining two ‘spins’ inside the Time Region (the so-called ‘Vector Model’).  Not only this: worse is yet to come.


Gravitation—which is translational motion—is the scalar correlate of the two-dimensional rotation that constitutes an atom or particle.  The rotation itself is in the Nuclear Zone of the Time Region.  Since on crossing the boundary from the inside to the outside region there is no preferred direction, gravitation appears as an isotropic, i.e. rotationally distributed, motion (force).  On the other hand, when we consider the interaction between two ‘spins’ both of which are inside the Nuclear Zone of the same atom it cannot be expected to be independent of direction.  This is because ‘spin’ is directional.  When the ‘spins’ are parallel and the ‘spin’ direction is perpendicular to the line joining them, the force would be repulsive and when parallel to the line, the force would be attractive.  However, when the two ‘spins’ are antiparallel, effectively canceling each other, there is no preferred direction and there would be no such effect.  Speaking in terms of the spherical coordinates (r, θ and φ), this makes the ‘nuclear’ potential not only r-dependent but also θ-dependent, because of the relation between torque and potential, rFθ  =  –(V/(θ.  This is the origin of the so-called Tensor (non-central) forces in the Quantum Mechanics.  We have not yet studied this in the context of the Reciprocal System.

We therefore earnestly urge if this last link in the theoretical chain—especially, Tasks 1 and 3 above—could be expedited by the ISUS efforts.  Only then it will be fruitful to engage in further theoretical studies, leading us to the understanding of the ‘nuclear’ decay/transmutation processes.
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Glossary

E—Total Energy
F—Force
ħ—Planck’s Constant, h, divided by (2 π)
i, j—Orthogonal Rotation Operators
K—Positive Constants, Dependent on Speed Displacements of the Atom
m—Mass of the Particle

r—Space Variable (Spherical Coordinate)
rAn—Effective ‘Nuclear’ Radius in Natural Units

t—Time Variable

V—Potential

W—Imaginary Part of the Potential
x— Space Variable in the One-dimensional Equivalent of Spherical Symmetry
Z—Atomic Number
Suffixes

A—Atomic Zone of the Time Region
G—Gravitation
I—Initial Level
O—Outside Region
N—Nuclear Zone of the Time Region

P—Space-time Progression
T—Time Region
Greek Symbols

(—Partial Differential Operator
φ—Spherical Coordinate (Azimuth)
(—Complex Wave Function Component
(—Space part of the Wave Function
(—Total Wave Function
θ—Spherical Coordinate (‘Orbital’)
Appendix 1: ISUS-discuss Msg. #955
Linear Motion in the Time Region

I want to reiterate that motion in the Time Region might be holding surprises for us.  An understanding of these might help our Atomic Energy Levels study.  Quoting from Bhandari: “...studies...bring out the additional fact that phase changes of 2nπ are real, physical and measurable, something that is often ignored. For example, our experiments make it obvious that the difference between +π and –π or the difference between π and 3π is measurable and that it is unnatural to restrict the value of the phase that is being continuously monitored to be between 0 and 2π. The need to incorporate this unbounded nature of the phase variable presents a promising program for the future.” (RE: my article, “Some Thoughts on Spin,” Reciprocity, XXVI (3), Winter 1997-8, pp. 15–18)


I discussed in detail (RE: my article, “On the Nature of Rotation and Birotation,” Reciprocity, XX (1), Spring 1991, p. 8), that space has two intrinsic traits, linear and rotational.  These are respectively the spatial aspects of linear motion and rotational motion.  They could be measured in, say, centimeters and radians.


Note that these two are mutually exclusive: there is no angle in linear space, and there is no linear space in angle.

(A)
In the Time-Space Region (that is, the conventional three-dimensional spatial frame), there is no upper bound for linear space though there exists a lower bound (what we call the quantum of space).  On the other hand, in the case of the rotational trait, the angle, there is an upper bound (of 2 PI radians).


Now since experiments seem to point out (RE: Bhandari) that in the Time Region there is no upper bound for angle, let us re-write the paragraph (A) above interchanging corresponding words like ‘linear’ and ‘rotational’.

(B)
In the Time Region there is no upper bound for rotational space though there exists a lower bound (what we might call the quantum of angle).  On the other hand, in the case of the linear trait, the length, there is an upper bound (of the natural unit of space, NUS).


Certain corollaries follow:

COR. 1:
Can we exercise our imagination to picture how this unbounded nature of rotational space (angle) manifests?  Suppose that we have an object ‘X’ situated at some linear distance, d, away in certain direction.  If we now turn by an angle of 2 PI radians we don’t encounter the object ‘X’ at the linear distance d, but encounter another object, say ‘Y’.  Both ‘X’ and ‘Y’ might be at the same Cartesian coordinates but are separated by what we may call a ‘rotational depth’!

[WARNING: Let us not hastily condemn that this looks absurd.  It is merely unfamiliar.]

COR. 2:
Now the lower bound of linear space in the Time-Space Region is the same as the upper bound of linear space in the Time Region, namely one NUS.  Similarly is the lower bound of rotational space in the Time Region identical to the upper bound of rotational space in the Time-Space Region, namely, one revolution?!


This might have significance for the Atomic rotation—one-dimensional as well as two-dimensional.

COR. 3:
Just as in the Time-Space Region we come back to the starting DIRECTION after a rotational motion of 2 PI radians (the upper bound for angle), in the Time Region we come back to the starting POINT after a linear motion of one NUS (the upper bound for linear space).  Therefore a continuous linear motion in the Time Region appears to us as a vibrational motion.  I tried to show this in the attached PowerPoint presentation, “Linear Motion in the TR".

Appendix 2: ISUS-discuss Msg. #985
Are there Electronic Energy Levels in the Atom, after all?


Should we consider the possibility of the existence of discrete energy levels arising out of the motion of a particle in the two potentials of gravitation and the space-time progression inside what I have been calling ‘the one-dimensional zone’ of the Time Region pertaining to an atom?


Quoting from Larson: “The electron is a unique particle.  It is the only structure constructed on a material rotational base (M-0-0-0), and therefore stable in the local environment, that has an effective negative displacement. …The electron, in effect, is a rotating unit of space.” [Nothing but Motion, p.141]


“As a unit of space, the uncharged electron cannot move through extension space, since the relation of space to space does not constitute motion.  But under appropriate conditions it can move through ordinary matter, inasmuch as this matter is a … net time displacement, and the relation of space to time does constitute motion. … Our finding is that the electrons (units of space) exist IN the matter, and move THROUGH that matter in the same manner as the movement of matter through extension space.” [Basic Properties of Matter, p. 103]


Therefore, even if the electron is not a CONSTITUENT of the atom, the electron’s motion within the atom can give rise to the discrete energy levels when it is subjected to the space-time progression and the gravitational Potentials [Equation (26), “Quantum Mechanics as the Mechanics of the Time Region”, Reciprocity, XXIV (1), Spring 1995, pp. 1–9].

Appendix 3: ISUS-discuss Msg. #981 (revised)
‘Nucleon’–‘Nucleon’ Scattering


The investigations of the ‘nuclear’ force through the study of two-‘nucleon’ system (the deuteron) and the ‘nucleon’-‘nucleon’ scattering experiments indicate that:

(a) there are velocity-dependent forces and non-central (tensor) forces in it,

(b) there are ‘nuclear’ energy levels, and ‘spin’-dependent forces (hyperfine structure),

(c) the ‘nucleus’ is not always spherical,

(d) it has magnetic dipole moment,

(e) it has electric quadrupole moment,

(f) there are ‘Magic Numbers’ (the ‘nuclear’ equivalent of the noble gases), etc. etc.

Besides—what is the role of the so-called ‘weak-nuclear’ force?

What does the Reciprocal System say about all this multitude of details, not to speak of the kinetics of the radioactive decay processes etc.?

Appendix 4: ISUS-MPG Msg. #9 & #14
The Phenomenon of Co-electricity
Thanks, Doug, for the links.  I could download the two Papers of Podkletnov.  First let us make sure that the phenomenon appears only when the emitter is superconducting.

From the account of what I read so far I think it is the phenomenon of “co-electricity,” which is the phenomenon of electric field crossing a unit boundary—similar to co-magnetism which we discovered earlier (my ‘Collected Writings,’ p. 100.)

[Text Available at: http://www.reciprocalsystem.com/rs/cwkvk/sunpart1.htm  (Section 4)]
(Let me make use of the concept of the so-called ‘field lines’ just for the sake of explanation.) Here again the co-electric field lines have the tendency to bunch together rather than splay out (see figures 1 (a) & (b), ‘Collected Writings,’ p. 103).  This is what causes the coherence.

Refer to Figure 20 (Basic Properties of Matter, p. 152) wherein Larson depicts the scalar directions of electric charges. Further, the RS theory shows that the apparent direction of a scalar motion in the spatial reference system reverses whenever it crosses a unit boundary, because of the fact that scalar motion conforms to the natural datum (which is unity) while the datum of the spatial reference system is zero.  For example, this is the reason why the space-time progression is inward and gravitation outward in the Time Region, giving rise to the phenomenon of cohesion in solids.

Our present new finding is that, since in superconductivity the charges are crossing another unit boundary, the directions (shown in Fig. 20 of Larson, above) show up reversed.  Therefore by redrawing his Fig. 20 with the directions of all the six arrows therein reversed we get the situation for the phenomenon of co-electricity.

Now please refer to Figures 1 (a) and (b) (my ‘Collected Writings’, p. 103), which were drawn for the case of “co-magnetism” but could be adopted for “co-electricity” as well, and read the explanation in Section 4.1 ‘Lines of Force’ (‘Collected Writings’, p. 100).  In the case of normal electric field lines, since adjacent field lines tend to repel each other (my Fig. 1 (a)), it results in a spherical distribution of the lines in three-dimensional space.  This spherical distribution is also the cause of attenuation (by the inverse square law).  On the other hand, in the case of co-electric field lines, since adjacent field lines tend to attract each other (my Fig. 1 (b)), it results in a strongly coherent beam of field lines.  Lack of attenuation also follows since there is no distribution in three-dimensional space.

The inability to shield (like in gravitation) also follows.  In the normal electric field, shielding occurs because the induced field (in the shield) opposes and thereby balances the original field.  But in the case of the co-electric phenomenon there is a directional reversal of the induced field and the original field is not nullified.  (We may call this ‘co-induction’ to distinguish it from normal induction.)

At any cross-section of the beam, because of the bunching, the field intensity of the co-electric lines should be the highest at the axis, like in the corresponding case the co-magnetic lines we observe in sunspots.  Therefore, can we detect the existence of this field gradient in the radial direction of the beam?  A set of gold leaves (like in an electroscope) arranged parallel to the beam axis should bunch in the longitudinal direction.
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